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Previous Generations (Blue Gene/L)
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Example Algorithm : Recursive Doubling
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Previous Generations: SMP Architectures
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Example Algorithm : Recursive Doubling

Node O Node 1

Process O Process 1 Process 2 Process 3 Process 4 Process 5 Process 6 Process 7

T L T R S R T
A S L S S

THE UNIVERSITY OF

NEW MEXICO.




Example Algorithm : Recursive Doubling
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Example Algorithm : Recursive Doubling
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Current Systems SummltlS|erra
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Current Systems : Summit/Sierra
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Current Systems : Summit/Sierra
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Emerging Systems : Frontier
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Open Source Codebases

* BenchPress . benchmarking and modeling for emerging architectures
https://github.com/bienz2/BenchPress

* MP| Advance : lightweight communication optimization library, sits on
top of MPI (can be used with any system install)
https://github.com/mpi-advance
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https://github.com/bienz2/BenchPress
https://github.com/mpi-advance

Thanks!

* This material is based in part upon work supported by the
Department of Energy under Award Number DE-NA0003966.

Questions?
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